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ABSTRACT

Graph embedding constitutes the challenging task of efficiently capturing the
structural information of graph data in a lower dimensional space to be subse-
quently used as input for downstream tasks. We analyze the problem of network
representation learning under an structural perspective; i.e., to encapsulate in
our node embeddings the local structure of the subgraph surrounding each node,
which in practice is helpful to describe real-world network datasets without side
information and structural node identities. One of the main difficulties faced by
different proposed models in the literature, specially the family of random walks
based models, lies in producing embeddings based on homophily rather than
structure, as well as their lack of robustness for generalizing under perturbations.

We propose and analyze an unsupervised embedding approach that builds upon
anonymous walks statistics as a theoretically-justified mechanism to encapsulate
the structure of the graph. We successfully implement and benchmark our pro-
posed model with state-of-the-art random walk based models using well-known
airline networks for node classification task. The experiments show that our ap-
proach under certain hyperparameter configurations outperforms the other models
by a considerable margin. Additionally, we include an adversarial vulnerability
analysis for the produced embeddings.

1 INTRODUCTION

Graph embedding aims to represent highly structured data into a low dimensional vector, which
lies in a space that preserves structural information. Many efforts have been devoted over the last
years to study and improve graph embedding approaches (Goyal & Ferraral 2017; |Cai et al., [2018])
mostly due to an increasing amount of applications whose benefit from graph data across a wide
variety of machine learning areas; such as natural language processing, bioinformatics (De Cao &
Kipfl 2018), social network analysis (Handcock et al., 2007; Jacob et al., 2014; Li et al., | 2018)), and
recently as building blocks of reinforcement learning algorithms (Sanchez-Gonzalez et al., |2018;
Hamrick et al., [2018}; Qu et al., 2018).
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Figure 1: Mirrored Karate Club (left) and Barbel Graph (right).
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Within network representation learning, we focus on the task of unsupervised node embedding,
where we aim to reconstruct the structural role of a node solely based on its surrounding topology,
for further node classification tasks (see example at Figure 1).

Main Contribution. We propose a scalable unsupervised node embedding algorithm that by inte-
grating statistics derived from anonymous walks allow us to encapsulate structural local information.
Our key contribution is defining a scheme that allows to efficiently learn new embeddings for node
classification task in an inductive manner, so that for any new node added to the graph we will
only require a set of statistics derived from its anonymous walks, and not explicitly training the full
model with the new adjacency matrix. The method in addition, enforces the structural criteria over
homophily at learning embeddings, which is particularly advantageous for many real datasets in
comparison with random walks or graph convolutional networks based models.

1.1 NODE EMBEDDINGS

The research area of node embedding have recently experienced a increasing development partic-
ularly in three directions: matrix factorization approaches, random walks based embeddings and
deep learning graph convolutional networks.

Within matrix factorization graph-based embedding, we represent the node similarity as a matrix
and factorize it to produce the node embeddings. We can distinguish two well-known cate-
gorizations: graph Laplacian Eigenmaps (Belkin & Niyogi, [2003)); and node proximity matrix
factorization methods, which include, for example, HOPE by Ou et al.| (2016) or GraRep by |Cao
et al.| (2015)). Despite both approaches consider global statistics of node proximity, one serious
weakness they present, however, is that they require large computation time and memory resources,
which can be inefficient for huge graphs.

More recently, by adopting the natural language model SkipGram (Mikolov et al., 2013)) for graph
embedding, deep learning approaches started to gain popularity in the research community by
obtaining successful results on node classification tasks. This formulation considers a context
associated to each instance (node) , and our goal is to minimize the log loss of predicting the
context using the embedding of an instance as input. DeepWalk (Perozzi et al.l [2014) uses the
embedding of a node to predict its surrounding context, which is obtained by random walks.
Similarly, Node2vec (Grover & Leskovec, 2016) performs random walks to define its context but
incorporating a trade-off between breath-first-search(BFS) and depth-first-search(DFS) to guide the
walks and produce more meaningful embeddings. We must realize that the principle behind these
methods lies on the fact that measures of similarity and proximity can be encoded by random walks.

In the same spirit, other approaches make use of deep learning architectures to learn embeddings
in a unsupervised setting, by the help of context generating mechanism: via diffusion wavelets
(GraphWave, Donnat et al|(2017)), via anonymous walks (Ivanov & Burnaev, 2018]), by incorpo-
rating structural metrics (struc2vec, (Ribeiro et al., 2017)) , similarity metrics (VERSE, [Tsitsulin
et al.|(2018)) or using embedding propagation mechanisms (Garcia-Duran & Niepert, [2017).

Despite the remarkable results obtained by the random walk based models, these methods can
be very computationally expensive specially for large and sparse graphs. For that reason, Graph
Convolutional Networks (GCNs) (Kipf & Welling| [2016) were introduced to tackle this problem by
defining a convolution operator which are based on spectral filters. The model iteratively adds the
embeddings of neighbor nodes in order to update the new node embedding. The idea was extended
by Kipf & Welling|to evaluate the use of GCN architectures for Variational Graph Autoencoders in a
graph embedding task. Continuing with the line of work, later Generative Adversarial Models were
proposed (Dai et al., [2017; |[Bojchevski et al., 2018)) for graph embedding tasks, which generalizes
the problem to tackle a wider range of applications for structured data.
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Although these models have obtained impressive results in graphs and nodes embedding tasks, most
of them require to process the entire graph adjancency matrix as input for the neural network. In-
stead, our proposed model is able to efficiently learn node embeddings for a subset of nodes as long
as enough random anonymized walks are sampled. Therefore, by similar nature, we will compare
thorough this work our method against random-walk based models for benchmarking purposes.

2 THEORY

2.1 ANONYMOUS RANDOM WALKS

Intuitively, we can define anonymous random walks as a sequence of anonymized (order-based)
labeled nodes where each node is independently selected from the set of previous node’s neighbors.
Under this particular scenario, based on theoretical provable guarantees (Micali & Zhul [2016),
anonymous random walks allows us to encapsulate and reconstruct the structure of the graph despite
the lack of global node labels. Let us introduce the following definitions to formally express the
above described concept.

DEFINITION Let us consider s = (v1,...,v,,) to be an ordered sequence of length mm, such that
v; € V Vi. We define the following mapping pos(s, u;) — p, such that for any ordered sequence s
and an element u; € V, returns a list of integers p = (p1, . - ., P ), such that p; is the position where
u; appeared in sequence s.

DEFINITION Let us consider w = (v1,...,v,) a random walk of length m, we de-
fine the associated anonymous random walk given by a = (f(v1),...f(vm)) such that

f(vi) = minpj epos(w,v;) pOS(’LU7 vi)'

According to |Micali & Zhu| (2016), we can guarantee that for a single node v; the distribution D,,
of anonymous random walks of length m is sufficient to reconstruct the immediate topology within
a certain radius around v;. Therefore, we intuitively justify the use of anonymous walks as described
by [Ivanov & Burnaev| (2018]), to encode local topological features of the graph for each node and
therefore adding consistent information about the general global structure in the embeddings.

2.2 PROPOSED GRAPH EMBEDDING

In contrast with [I[vanov & Burnaev| (2018)) model for graph embeddings, we define a memory ef-
ficient way to represent the anonymous walks distribution, by defining an sparse tensor Ti’fj which
stores the frequency of walks that contain a transition from a node ¢ to a node j during step k& for
each particular anonymous walk up to a certain length. This simple reparametrization allow us to
reduce the encoding space of each anonymous walk from an exponential to a polynomial (at most
cube) number of parameters. Thus, by normalizing the probabilities appropriately, we obtain the
following expression to encode the set of anonymous walks from node ¢,

SeN ok Tk,
eIlC(AWt) = VeC(TZ—’ ) , Ti,' _ z,gk (l)
’ ’ Zj Tiyj

Based o the theoretical guarantees mentioned above, we proposed a model that uses our AW repre-
sentation, which capture the local structure statistics, and encodes those sets of walks using Sef2Vec
proposed by |Vinyals et al.| (2015)), which uses attention mechanism together with LSTM in order to
find an order invariant representation.
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3 RESULTS

We evaluate our AWE based model on toy graphs (Barbel and Mirrored Karate) as well as real net-
work data (Europe and Brazil Airport datasets) following the same experimental setting as described
by Ribeiro et al.|(2017). For the toy examples, we display in Fig. 2 the 2d projection of the em-
bedding vectors, using MultiDimensional Scaling (MDS) for reducing dimensionality, in order to
visually inspect the structural role component within the learned embeddings.

Distribution Vector based Node AW Embedding

Graph Wave Node Embedding RolX Node Embedding steps: 3 - samples: 20000 - mds

€] [ ] (]
- [ el . @
o . e o ° ® @
[C] i L4 .. 5 ' @
_ @ g(g%m @\ @ r ] [C)
s A
@ e . . ) ° % G ? 1 §
& ? @o @, e s ®
* 8 @ L ] @ e
° L) ®*® °

Figure 2: Embeddings produced by GraphWave, RolX and our model for Mirrored-Karate graph.
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Figure 3: Embeddings produced by GraphWave, RolX and our model for Babel Graph.

For the real airport datasets, we evaluated the accuracy at one vs rest classification for 4 classes. We
compared results by different methods RolX, GraphWave, Node2Vec, Struc2Vec, DeepWalk, Lapla-
cian EigenMap and Graph Factorization. Our proposed model is an embedding which leverages
Struc2Vec with our Set2Vec model which uses our AW representations up to length 7.

In order to evaluate the quality of the AWE embeddings, both under unsupervised and supervised
metrics, we run our model for a toy graph dataset described on GraphWave paper by |Donnat et al.
(2017). This set of simple graphs provides a valid benchmark where we observe our proposed
model performs as good as the best comparison models, however it exhibits more robustness under
the presence of noise in the adjacency matrix (adversarial perturbations) as observed in Table 1.
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Figure 4: Node Classification Accuracy Benchmark using random walk and matrix decomposition
based models, in contrast with anonymous walks proposed model stacked with Struc2Vec.

Graph Method Homogeneity | Completeness | Silhouette | F1 | Accuracy
GraphWave 1.00 1.00 1.00 1.00 1.00
RolX 1.00 1.00 1.00 1.00 1.00
House DeepWalk 0.17 0.17 0.33 0.15 0.23
Node2Vec 0.36 0.37 0.18 0.17 0.24
Struc2vec 1.00 1.00 0.88 1.00 1.00
AWE 1.00 1.00 0.88 1.00 1.00
GraphWave 0.60 0.59 0.44 0.52 0.62
RolX 0.68 0.69 0.48 0.74 0.80
DeepWalk 0.26 0.26 0.35 0.19 0.29
House Perturbed | - o 4eovec 031 0.33 0.17 | 027| 036
Struc2vec 0.61 0.66 0.55 0.58 0.68
AWE 0.78 0.78 0.40 0.86 0.89

Table 1: Benchmark results with toy structured graphs reporting unsupervised and supervised learn-
ing metrics following the experimental setting given by [Donnat et al.| (2017)) averaging results over
10 random samples.

4 CONCLUSIONS

We have introduced the use of Anonymous Walks Embeddings (AWE) for the task of unsupervised
structural node embedding. Our proposed model leverage the quality of embeddings derived from
other random walk based methods. We aim to extend our current model to incorporate recent results
with Variational Graph Auto-Encoders (VGAE) with the addition of Anonymous Walks samples, to
obtain more meaningful latent representations and better performance.
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